
How to Think Critically in the Post-Truth Era



 “relating to or denoting circumstances in 
which objective facts are less influential 
in shaping public opinion than appeals to 
emotion and personal beliefs”--The 
Oxford Dictionary’s Word of the Year for 
2016







1. Plausibility 
Statistics (numbers) seem to represent facts given to 

us by nature and it’s just a matter of finding them.

BUT, it’s important to remember that people gather statistics.

STATISTICS ARE NOT FACTS. THEY ARE INTERPRETATIONS.



a. Plausibility Test
“In the thirty-five years since marijuana laws stopped being enforced 

in California, the number of marijuana smokers has double every 

year.”

Is this claim plausible? 

Doubling of ONE smokers every year for thirty-five years would yield 

more than 17 billions - larger than the population of the entire world. 









b. Errors

Even if the numbers pass plausibility, there are THREE kinds of errors can 

lead you to believe things that aren’t so:

i) How the numbers were collected 

ii) How they were interpreted 

iii) How they were presented graphically 



2. Fun With Averages
Averages can be helpful in summarizing statistics, allowing us to characterize a large 

amount of datas with a single number, hence sometimes oversimplifying and misleading in 

representing a whole group.

a. Three ways in calculating averages
➢ i) Mean: Add up all the observations or reports and divide by the number of 

observations or reports 

ii) Median: The middle number in the set of numbers or distribution

iii) Mode: The observation or report with the highest frequency



a. Problems

with

Averages 









b. Common Fallacies
Averages can be manipulative and biased. When drawing conclusions about 

individuals and groups based on averages, people tend to encounter these 

two fallacies:

i) Ecological fallacy: when we make inferences about an individual based 

on aggregate data (group mean) 

ii) Exceptional fallacy: when we make inferences about a group based on 

knowledge of a few exceptional individuals



3. Axis Shenanigans

The human brain did not evolve to process large 

amounts of numerical data presented as text. 

It is difficult or impossible for most people to 

detect patterns and trends of data. Therefore, we 

tend to rely on graphs or charts.

However, there are many ways that graphs can be 

used to manipulate, distort, and misrepresent 

data





HOWEVER, IF YOUR AIM IS TO CREATE PANIC OR OUTRAGE, START YOUR Y-AXIS NEAR THE LOWEST VALUE.



➢THIS WILL DISTORT THE TRUTH AND DECEIVE THE EYE MARVELOUSLY







● THE COMPANY HAS TO SHOW A REPORT OF SALES AT A CONFERENCE, WHAT DO THEY DO TO MAKE IT LOOK LIKE 
SALES HAVE NOT DROPPED?

E. 





















A. Sampling Biases
● Researchers sometimes make errors in judgment about whether every person or 

thing is equally likely to be sampled.

● “If you want to lie with statistics and cover your tracks, take the average height of 

people near the basketball court; ask about income by sampling near the 

unemployment office; estimate statewide incidence of lung cancer by sampling only 

near a smelting plant. If you don’t disclose how you selected your sample, no one will 

know.”



B. Two types of Participation 

Bias:

●Non-response error: people who respond to your survey are 

different from the ones who don’t.

●Coverage error: Some members of the population from which 

you want to sample cannot be reached and therefore have no 

chance of being selected.



C. Reporting Bias: 

People sometimes lie when asked their opinion.

○ Ex: Harvard graduates overstating their income to 

appear more successful 

Lack of standardization 

○ Standardization must be clear, replicable, and precise 

procedures for collecting data so that each person who 

collects it does it in the same way. 



D. Measurement Error:
● Measurement error turns up whenever we quantify 

anything. 

○ Ex: A 1960 U.S. Census study recorded 62 women age 

15-19 with 12 or more children, and a large number of 

14 year old widows.

● Measurement error also occurs when the instruments 

you’re using to measure doesn’t actually measure what 

you intended it to measure.

○ Ex: using a yardstick to measure human hair.D.



E. Definitions
● How something is defined or categorized can make a 

huge difference in the statistic you end up with. 

○ Ex: what does it mean to be homeless? 

● Thus we need to be aware of the element in the research 

and how they are defined.



F. Things That are Unknowable 

or Unverifiable
● GIGO is a famous saying coined by early computer 

scientists: garbage in, garbage out.

● At the time, people would blindly put their trust into 

anything a computer output indicated because the 

output had the illusion of precision and certainty. 

● If a statistic is composed of a series of poorly defined 

measures, guesses, misunderstandings, 

oversimplifications, mismeasurements, or flawed 

estimates, the resulting conclusion will be flawed. 

● Thus one should question how such statistic was 

composed.






